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Abstract -- Current techniques for providing collaborative visual 
analysis of remote scientific data using the Internet are reviewed.  
It is shown why the tools in common use today, such as 
Microsoft’s NetMeeting, do not provide scientists with highly 
interactive viewing of high resolution dynamic scenes of remote 
data when using typical Internet connections.  New tools that do 
provide these capabilities in both synchronous and asynchronous 
collaborations have been developed and tested and are described 
in this paper. 

The significance of these new tools is the following capabilities 
they provide to scientists: 

1. The capability to access remote data and conduct 
individual or collaborative explorations through the 
data using highly interactive viewing of high resolution 
dynamic scenes. 

2. The capability to record those explorations for later 
review by others. 

3. The capability to publish reports on the Web containing 
a rich variety of guided expeditions (recorded 
explorations) through the remote data.  Each expedition 
is automatically launched when it is selected from a 
Web page within their report. 

4. The capability to experience other scientists’ published 
expeditions through the data, the capability to modify 
or extend those expeditions with new “what if” 
explorations, and the capability to publish these new 
explorations back to the Web for others to experience. 

5. The capability to experience an author’s published 
expeditions through the data and then make a live 
connection with the author and/or other remote 
colleagues to conduct a synchronous collaborative 
extended exploration through the data.  This new 
exploration can then be published to the Web. 

Testing of these tools proved that they provide highly 
interactive viewing of high resolution dynamic scenes of the data 
even in collaborations between continents.  

 
Index Terms -- Internet, Collaborative Work, Remote 
Visualization, Scientific Visualization. 

I.  INTRODUCTION 

During the last decade, the Internet provided a major 
revolution in our ability to access remote information.  The 
next major revolution being inspired by the Internet is in our 
ability to collaborate remotely. 

Early efforts to enable collaboration using the Internet have 
focused mainly on video, audio, whiteboards, chat rooms, and 
document sharing tools.  However, for a scientist, the tools 
that he/she commonly uses for analysis are often more 
important than any of these.  Therefore, collaboration 
environments for scientists should also include the analysis 
tools commonly used by the scientist.  Today, scientific 

visualization is a very popular analysis tool, so it is important 
to provide collaborative scientific visualization in the 
scientist’s collaborative environment. 

The reference list in this paper contains URLs pointing to a 
large number of research projects aimed at enabling 
collaboration over the Internet, and many of these projects are 
developing tools for collaborative scientific visualization.  
This paper describes the variety of techniques that are being 
applied to provide collaborative scientific visualization.  The 
advantages and disadvantages of each are listed, and some 
guidelines for when to use each of the various techniques are 
given.   

It is shown that the techniques used in the commonly 
available collaborative scientific visualization tools do not 
support highly interactive viewing of high resolution dynamic 
scenes of the data.  This feature is very important for analysis 
of many types of data.  Furthermore, with the high 
performance graphics now available even on PCs, this feature 
is now becoming expected in visual analysis tools.  (For the 
remainder of this paper this feature, highly interactive viewing 
of high resolution dynamic scenes, will be referred to a “high 
performance visual analysis” and abbreviated as HPVA.) 

Implementations of two techniques that do provide HPVA 
for collaborative scientific visualization are described in this 
paper.  Results from testing these implementations are also 
presented. 

These implementations make it relatively easy for scientists 
to conduct collaborative expeditions through remote scientific 
data. 

II.  TECHNIQUES BEING APPLIED FOR REMOTE SCIENTIFIC 
VISUALIZATION  

The references at the end of this paper provide a list of 
many current research projects in collaboration using the 
Internet.  Many of these projects are developing tools for 
remote scientific visualization.  The techniques employed in 
these projects differ mainly in what portion of the work in 
creating the pixel images is done remotely and what portion is 
done on the scientist’s local computer.  

 The major steps in creating the pixel images are: 
1. Read the data. 
2. Convert the specific analysis of the data to scenes.  

For example, a scene might consist of isosurfaces of 
temperature.  (The scenes are usually in the form of 
3D scene graphs).   

3. Convert the scene to 2D drawing primitives (usually 
triangles, lines, and dots). 
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4. Convert the drawing primitives to pixels to be shown 
on the monitor. 

The techniques employed in the projects listed in the 
references are: 

1. Streaming Video from a Graphics Server - Perform 
all of the steps listed above on a server attached to the 
remote data and send the pixels to the scientist’s local 
computer for visualization.  Usually the pixels files 
are compressed and sent as streaming video files with 
some loss of resolution from the original pixel 
images. 

2. Streaming Drawing Primitives from a Graphics 
Server  - Perform steps 1 through 3 listed above on a 
server attached to the remote data, send the drawing 
primitives to the scientist’s local computer, and 
perform step 4 on the local computer.  Systems 
employing X windows clients use this technique.  
Also, implementations of the proposed International 
Teleco mmunications Union (ITU) T.120 standard, 
such as Microsoft’s NetMeeting, use this technique. 

3. Streaming Scene Graphs from a Graphics Server  - 
Perform steps 1 and 2 listed above on a server 
attached to the remote data, send the scene graphs to 
the scientist’s local computer, and perform steps 3 
and 4 on the local computer.  Techniques based on 
the Virtual Reality Modeling Language (VRML)[30] 
and the 3D component of MPEG4[31] use this 
technique. 

4. Local Analysis of the Whole Data Set - Send all of the 
data to the scientist’s local computer and perform all 
of the steps above on the local computer. 

5. Local Analysis of Data Excerpts - Send an excerpt of 
the data (such as only the data on a coarse grid over 
the region) to the scientist’s local computer and 
perform all of the steps above on the local computer.  
Then send additional excerpts (such as the data on a 
fine grid over a small region) and analyze these data 
excerpts on the local computer.  These subsequent 
excerpts are selected by using the analyses of earlier 
excerpts of the data. 

For synchronized collaboration, it is desirable to be able to 
synchronize the views of all of the remote collaborators so 
they know exactly what their remote colleagues are looking at.  
For the Streaming Video and Streaming Drawing Primitves 
techniques, this can be accomplished by having the server 
send out the same video stream or the same drawing 
primitives to all of the scientists’ local computers.  For the 
Streaming Scene Graphs and the Local Analysis  techniques, 
the application rendering the images on all of the scientists’ 
local computers must be synchronized using application 
control commands sent over the Internet. 

III.  ADVANTAGES AND DISADVANTAGES OF THE TECHNIQUES 

The advantages and disadvantages of these techniques are 
listed in the tables below. 

 
 

TABLE I 
ADVANTAGES AND DISADVANTAGES OF STREAMING VIDEO FROM A GRAPHICS SERVER 

 
ADVANTAGES DISADVANTAGES 

The advantages are that the raw data isn’t send over the 
Internet, the graphics power of the server can be used for the 
image rendering, and the scientists’ clients only need to 
display video, so they can be dumb clients. 
 

The major disadvantage is that interactive viewing of high 
resolution dynamic images requires a very high bandwidth 
between sites.  Sending uncompressed images with 24 bits of 
color per pixel and 1280x1024 pixel resolution at 30 frames 
per second would require a bandwidth of 1 Gbps.  Since most 
scientists have far less than 1 Gbps Internet bandwidth 
available to them and are afraid of artifacts from highly 
compressed images, they will have to sacrifice interactive 
viewing of dynamic scenes or high resolution.  In other words, 
tools developed with this technique will not provide HPVA to 
the scientists with typical Internet bandwidths. 
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TABLE II 

ADVANTAGES AND DISADVANTAGES OF STREAMING DRAWING PRIMITIVES FROM A GRAPHICS SERVER 
 

ADVANTAGES DISADVANTAGES 
The advantages are that the raw data isn’t send over the 

Internet, the graphics power of the server can be used to create 
the graphics primitives, and the scientists’ clients only need to 
have good 2D graphics capability --- high performance 3D 
graphics capability is not required. 
 

The major disadvantage is that complex scenes require a 
large number of drawing primitives, and in some cases the size 
of the drawing primitives file can exceed the size of the pixel 
file generated from the drawing primitives.  Therefore, 
interactive viewing of complex, high resolution dynamic 
scenes for this technique requires a very high bandwidth 
between sites.  Scientists with typical Internet bandwidths must 
sacrifice interactive viewing of dynamic scenes, scene 
complexity, or high resolution.  In other words, tools 
developed with this technique will not provide HPVA to the 
scientists with typical Internet bandwidths. 
 

 
TABLE III 

ADVANTAGES AND DISADVANTAGES OF STREAMING SCENE GRAPHS FROM A GRAPHICS SERVER 
 

ADVANTAGES DISADVANTAGES 
The advantages are that the raw data isn’t send over the 

Internet, the graphics power of the server can be used to create 
the scene graphs, and the scientist does not have to sacrifice 
highly interactive viewing or high resolution if the scene 
graphs are not dynamic.  (If the scene graphs are dynamic, 
then the scientist may have to sacrifice interactive viewing of 
the dynamic scenes, scene complexity, or high resolution.) 
 

The major disadvantage is that complex scenes also require 
large scene graph files.  However, these files are usually much 
smaller than either the pixel files or the drawing primitive files.  
If the scenes are complex and rapidly changing, this technique 
also requires a high bandwidth.  Therefore, scientists with 
typical Internet bandwidths may have to sacrifice interactive 
viewing of dynamic scenes, scene complexity, or high 
resolution.  In other words, tools developed with this technique 
will not provide HPVA to the scientists with typical Internet 
bandwidths.  Another disadvantage is that the scientist’s local 
computer must have good 3D graphics rendering capabilities if 
the scenes are 3D.  (Fortunately, good 3D graphics capabilities 
are now becoming available even on PCs.) 
 

 
TABLE IV 

ADVANTAGES AND DISADVANTAGES OF LOCAL ANALYSIS OF THE WHOLE DATA SET 
 

ADVANTAGES DISADVANTAGES 
The major advantage is that the only restriction to HPVA is 

the power of the graphics card on the scientist’s local 
computer.  Fortunately, new graphics cards can now provide 
very effective HPVA even on PCs.  HPVA is typically much 
more effective than the analyses that can be achieved by the 
three streaming techniques listed in Tables I through III above. 
 

The major disadvantage is that the raw data must be sent 
over the Internet and stored on the scientist’s local computer.  
However, this is usually done prior to the analysis phase and 
does not impact the ability for HPVA.  Another disadvantage 
is that the scientist’s local computer must have good 3D 
graphics rendering capabilities if the scenes are 3D.  
(Fortunately, good 3D graphics capabilities are now becoming 
available even on PCs.) 
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TABLE V 
ADVANTAGES AND DISADVANTAGES OF LOCAL ANALYSIS OF DATA EXCERPTS  

 
ADVANTAGES DISADVANTAGES 

When analyzing each data segment, the major advantage is 
the same as the Local Analysis of the Whole Data Set  
technique listed above plus the advantage that not all of the 
data must fit on the scientist’s local computer. 
 

The major disadvantage is that excerpts of the raw data must 
be sent over the Internet and stored on the scientist’s local 
computer.  In this case, not all of the data is sent before the 
analysis phase, so there can be a substantial delay in the 
analysis phase each time a new data excerpt is requested.  
However, for each data segment, this does not impact the 
ability for HPVA.  Another disadvantage is that the scientist’s 
local computer must have good 3D graphics rendering 
capabilities if the scenes are 3D.  (Fortunately, good 3D 
graphics capabilities are now becoming available even on 
PCs.) 
 

 

IV.  GUIDELINES FOR WHEN TO USE EACH TECHNIQUE  

Following are the key factors for deciding between the 
techniques above. 

1. The power of the scientist’s local computer (Dumb 
local computers vs powerful local computers). 

2. The power and responsiveness of the remote 
computer (Overloaded, non-responsive servers vs 
powerful, responsive servers).  

3. The types of scenes to be rendered in the analysis 
(Scenes with typical rendering provided by standard 
graphics cards vs scenes with more exotic rendering, 
such as many bounce ray tracing). 

4. The degree of interactivity required (Non-interactive 
visualizations vs highly interactive visualizations). 

5. The dynamics of the scenes to be viewed (Static vs 
highly dynamic scenes).  

6. The dimensionality of the scenes to be viewed (2D vs 
3D scenes). 

7. The size of the remote data files (Large data files vs 
small data files). 

When applying these factors, one should recognize that the 
importance of HPVA is often not appreciated by scientists 
during the initial phase of an analysis.  Frequently just a static 
2D plot is all that is requested.  However, once the scientists 
learn to take advantage of HPVA, they appreciate the 
advantages it offers and often begin to specify it as a 
requirement in their future visualization tools. 

If the scientist’s local computer is only an X windows 
device or similar dumb terminal, then one must use either the 
Streaming Video  or Streaming Drawing Primitives  technique.  
However, most scientists now have at least a reasonably 
powerful PC, so for the rest of this discussion we will assume 
that a reasonably powerful local computer is available. 

If the remote server for processing the data is anemic or 
overloaded and non-responsive, then one should use either of 
the Local Analysis techniques.  However, for the rest of this 
discussion we will assume a reasonably powerful and 
responsive remote server is available for remote processing. 

If the scenes must be rendered with techniques not available 
on the graphics card in the scientist’s local computer, then the 
Streaming Video technique using a powerful graphics server is 
likely to be required.  For the rest of this discussion, we will 
assume that the scenes can be rendered with the gourand 
shaded triangle rendering available on most cards today.  If the 
scenes are not more complex than those in the current 
computer games, then PC graphics cards can probably render 
them quickly.  If volume rendering is required, there are also 
special PC cards now available that can handle that. 

If the visualizations are non-interactive, then it is probably 
best to create static scenes or non-interactive movies using a 
standard image transfer or the Streaming Video  technique.  
The local computer can then be used to jus t flip through the 
cached static scenes or non -interactive movies. 

For highly interactive visualizations of 2D static scenes, it is 
best to use the Streaming Drawing Primitves or Streaming 
Scene Graphs techniques.  These are better than the Streaming 
Video technique because one can zoom or pan through the 
scene using the local computer to render the zoom or pan 
windows without retransmitting any information from the 
remote computer. 

For highly interactive visualizations of static 3D scenes, it is 
best to use the Streaming Scene Graph technique.  This 
permits interactive manipulation of the viewing position using 
the local 3D rendering capability without retransmitting any 
information from the remote computer.  Viewers for VRML 
and the 3D component of MPEG4 use this technique. 

For HPVA, whether 2D or 3D, it is best to use the Local 
Analysis of the Whole Data Set technique if the data will fit on 
the local computer or the Local Analysis of Data Excepts 
technique if the data will not fit on the computer.  That is 
because all the streaming techniques cannot provide HPVA 
with the Internet bandwidths that are typically available to 
scientists today. 

V.  IMPLEMENTATIONS OF THE STREAMING TECHNIQUES 

These implementations are common and are only described 
briefly here because none of them provide collaborative 
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HPVA with Internet bandwidths that are typically available.  
This is a major disadvantage for analysis of many types of 
data. 

The most common implementation of the Streaming Video 
technique is the use of Web tools for publishing non-
interactive movies on the Web for asynchronous collaboration 

The most common implementations of the Streaming 
Drawing Primitives technique are the use of X windows and 
the use of the proposed ITU T.120 standard for both 
synchronous and asynchronous collaborations.  Examples of 
the ITU T.120 standard implementations are the popular 
Microsoft NetMeeting, Sun’s SunForum, SGI’s SGIMeeting, 
and HP’s HP Visual Conference.  These implementations have 
the great advantage that they can be used to collaborate across 
platforms and that they are prevalent --- especially 
NetMeeting.   

The most common implementations of the Streaming Scene 
Graphs technique are the VRML style viewers, including the 
3D component of the MPEG4 standard.  Although the MPEG4 
viewers are not yet prevalent, it is likely that they will become 
very common within the next year. 

VI.  IMPLEMENTATIONS OF THE LOCAL ANALYSIS OF THE WHOLE 
DATA SET TECHNIQUE 

The importance of implementations of this technique is that 
they offer the greatest potential for collaborative HPVA for 
analysis of data that will fit on the scientist’s local computer. 

A.   RemoteFAST and FASTexpeditions 
This technique was implemented by NASA Ames Research 

Center as RemoteFAST for synchronous collaborations and as 
FASTexpeditions for asynchronous collaborations in 
computational physics.  These are extensions of FAST[21] 
(Flow Analysis Software Toolkit), which was also developed 
at NASA Ames Research Center.  The design and testing of 
these tools is described in detail in reference [34]. 

The implementations for both the synchronous and 
asynchronous collaboration tools utilized FAST’s journal file 
capability, wherein a script of each exploration through the 
data is automatically recorded in a journal file as the scientist 
conducts the exploration.  These scripts can then be used to 
replay the exploration.  These recorded explorations are called 
expeditions.  The scripts are just ASCII files so they can be 
easily edited by an editor. 

1)   Implementation for asynchronous collaboration 
To create an asynchronous collaborative visualization tool, 

FAST was wrapped with a C Shell script to permit use with 
the World Wide Web.  This tool is named FASTexpeditions.  
The data to be analyzed and the expeditions (journal files) are 
made available from Web pages.  Selecting the data from a 
Web page causes downloading of the data to the local 
computer, automatic launching of FASTexpeditions on the 
local computer, and execution of a script to set up the initial 
state of the analysis.  Subsequent selections of expeditions 
from the Web page causes execution of the journal files for 
those recorded explorations. 

For most of the investigations that we have posted to the 
Web, all of the expeditions (journal files) are packaged and 
downloaded along with the initial data because doing this 
permits playing of any expedition without returning to the 
remote Web server for the journal files.  In this case, the URL 
used on the Web page refers to the downloaded journal files 
on the local disk, so the Web browser gets these immediately 
from the local computer disk rather than waiting for the 
remote Web server to respond and deliver them.  

Sound files can be included in the expeditions for an audio 
description of the analysis as it occurs. 

To provide safety from people who might post malicious 
journal files, the C Shell wrapper scans each journal file and 
removes unsafe commands. 

To facilitate the ease of collaboratively discussing the 
posted analyses with remote colleagues, the Web pages 
containing the FASTexpeditions also contain selections for 
automatically initiating a synchronous collaboration using 
RemoteFAST (described in the next section). 

A utility was created to automatically generate a 
FASTexpedition Web page with URLs pointing to the data 
from the computer simulation and the journal files of the 
expeditions.  

2)   Implementation for synchronous collaboration 
To create a synchronous collaborative visualization tool, 

FAST was combined with a program to handle TCP/IP unicast 
peer to peer communications between remote sites.  This tool 
was named RemoteFAST [22].  (As soon as multicast is 
prevalent, it should be used instead of unicast for multipoint 
collaborations to eliminate the need to send multiple streams 
from the controlling site.)  To start a synchronous session, the 
data to be analyzed is distributed to each site and FAST is 
launched at each site. (This is usually done automatically by 
using FASTexpeditions, described in the previous section.)  
Then, the program to handle communications at each site is 
launched to create a daemon dedicated to efficient passing of 
events between the sites.  During the session, the controlling 
RemoteFAST site simply detects the script commands as they 
are being recorded into the journal file and sends the same 
script commands over the network to all controlled 
RemoteFAST sites.  At the controlled sites, RemoteFAST 
simply reads the incoming script commands as though they 
were being read from recorded journal files on the local disk 
and passes them onto FAST.  

This implementation provides many advantages.  It is 
simple.  The bandwidth between sites need not be large 
because only script commands are sent between sites.  And, 
the system response experienced by the users is nearly the 
same as the response in stand-alone mode.  The system 
response is very good because:  

1.   The dedicated communications daemons provide a 
nearly unnoticeable delay in sending the script 
commands over the network. 

2.   Intelligent, compact information (i.e., application 
specific data and events rather than pixels) is sent 
between sites. 
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3.   The 3D scene rendering is performed by the local 
computer.   

Therefore, all remote scientists appear to be seeing the same 
high resolution, dynamic, 3D scenes simultaneously. 

RemoteFAST is normally used along with a desktop video 
tool if the network bandwidth permits, or along with a normal 
phone conference if the network bandwidth doesn’t permit the 
video.  

These remote collaboration sessions can be recorded and 
posted onto the Web for other scientists to playback and 
modify at their convenience. 

3)  Advantages of FASTexpeditions and RemoteFAST 
The advantages of these new tools are the following 

capabilities they provide to scientists: 
1. The capability to access remote data and conduct 

individual or collaborative explorations through the 
data using HPVA. 

2. The capability to record those explorations for later 
review by others. 

3. The capability to publish in their scientific reports on 
the Web a rich variety of guided expeditions 
(recorded explorations) through the remote data.  
Each expedition is automatically launched when it is 
selected from a Web page within their publication. 

4. The capability to experience other scientists’ 
published expeditions through the data, the capability 
to modify or extend those expeditions with new 
“what if” explorations, and the capability to publish 
these new explorations back to the Web for others to 
experience. 

5. The capability to experience an author’s published 
expeditions through the data and then make a live 
connection with the author and/or other colleagues to 
conduct a synchronous collaborative extended 
exploration through the data.  This new exploration 
can then be published to the Web. 

These tools are available for download at no cost from 
http://www.nas.nasa.gov/Software/FAST/FASTexpeditions. 

4)    Disadvantages of FASTexpeditions and RemoteFAST 
In addition to the disadvantages inherent in the Local 

Analysis of the Whole Data Set  technique, these tools also 
have the disadvantage that they require an SGI workstation.  
Although FAST and SGI workstations have many users in the 
computational physics field, they are not prevalent in some 
other fields. 

B.   Gel 
Gel is a new NASA visualization tool developed for data 

analysis that does not require SGI workstations.  This package 
provides an environment for doing research in visualization 
techniques such as scalar and vector field detection, 
topological analysis, and surface flow patterns.  In addition, it 
allows the NASA Ames Data Anlysis Group to research 
various methodologies such as time varying visualization, 
direct manipulation, distributed computing, remote 
collaboration, out-of-core visualization, and multithreaded 

library design.  Gel runs on SGI, Linux, and Windows NT 
systems. 

1)   Implementation for asynchronous collaboration 
Gel’s user interface, similar to that of FAST, creates a 

journal file of all user interactions.  This ASCII text file could 
be executed at a later time to recreate the results of a session.  
Thus by sharing the scripts as well as the data, asynchronous 
collaboration is supported much in the same way as FAST.  
Using an intranet web portal, one could allow trusted users 
access to shared data and scripts. 

2)   Implementation for synchronous collaboration. 
Gel allows a user to connect his/her session to another 

running on a separate machine using a TCP/IP unicast socket 
interface.  When two sessions are connected this way in a 
peer-to-peer relationship, the entries sent to the journal file are 
also sent via a socket interface to all other peers in the group.  
At the time of this writing, each peer must establish a 
connection manually to all other peers.  This should be 
enhanced to enable a mode whereby connecting to one of the 
peers automatically connects you to all other peers in the 
session.  Currently, no security me thods are in place to 
provide authentication for group membership.  Nor is there a 
method in place for arbitration when users execute conflicting 
commands such as if one person were to delete an object while 
another is changing it's execution parameters; this is an area of 
ongoing research.  

VII   IMPLEMENTATIONS OF THE LOCAL ANALYSIS OF DATA 
EXCERPTS TECHNIQUE 

The importance of implementations of this technique is that 
they offer the potential for HPVA for analysis of data that will 
not fit on the scientis t’s local computer. 

Gel, described in the previous section, has been modified to 
support automatic paging of the remote data.  These methods 
build on the capabilities of remoteFAST and FASTexpeditions 
in two ways.  First, star topologies are possible whereby 
multiple users can interact with the same 3D scene at once.  
Secondly, with the capabilities of a new method of demand 
paging [32] from a remote machine, collaborators have the 
potential for viewing data that resides in a location remote to 
all the viewers.  This would allow for instance, the data to 
reside on a central server with large disk capacity. Granted, 
this technique's viability would greatly depend upon the 
capabilities of both the processing power and the network 
speed of the data server. But in some exceptional cases, a high 
speed server with a large, very fast disk array is capable of 
delivering data over a LAN to a client machine faster than the 
client is able to read the same data off it's own, albeit slower, 
disk drives [33]. Demand Paging is similar to virtual memory 
systems where data is only brought into memory when it is 
touched by the application. Pages read into memory (and in 
this case, over a network) are cached, and replaced under a 
Least Recently Used schema. This technique leverages the fact 
that some visualization techniques common to Computational 
Fluid Dynamics such as particle tracing touch only a small 
fraction of the total data set. Also, Demand Paging allows the 
user to work with data that would ordinarily be too big to view 
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on their local machine. We have performed interactive 
visualization of 5 to 10 GB data sets on systems with 500 MB 
to 1 GB of memory [33]. 

VIII   RESULTS FROM TESTING THE TWO IMPLEMENTATIONS 

A.   RemoteFAST and FASTexpeditions 
RemoteFAST and FASTexpeditions have been tested in 

collaborative sessions between sites within the U.S. and 
between sites in different continents  Within the U.S., the tests 
were conducted primarily between the NASA Ames Research 
Center in California and the EPA (Environmental Protection 
Agency) in North Carolina.  Tests between the U.S. and 
Australia were conducted between NASA Ames Research 
Center and Perth Australia.  Tests between the U.S. and 
Europe were conducted between the EPA and Monte Carlo, 
Monaco or Poitiers, France.  Figure 1 shows the computer 
screen during a session.  

RemoteFAST and FASTexpeditions were highly effective 
for both synchronous and asynchronous collaboration.  The 
effectiveness of the collaboration was nearly as good as being 
together in the same office and looking at the same 
workstation while using FAST for the analysis or for a 
playback of an analysis. 

For synchronous collaboration, the response of the visual 
analysis tool was nearly the same as in stand-alone mode.  All 
sites were able to view the same high resolution (1280x1024), 
dynamic, 3D scenes simultaneously.  Individual sites could 
independently control their own scene viewing position, but 
the viewing position could also be resynchronized with the 
controlling site’s viewing position.  Control of the analysis 
was easily transferred between sites.  The bandwidth utilized 
between sites during a remote collaboration session was 
measured to peak at less than 1K bit/second.  Note that this 
low bandwidth utilization and high display performance is 
achieved by sending script commands over the network and by 
having the local computer create and render the scenes.  This 
performance cannot now be achieved by sending pixels over 
the network.  Even systems that send scene graphs (such as 
VRML files) over the network do not match this performance.  

For asynchronous collaboration, the analyses posted on the 
Web were easily downloaded and played.  After the initial 
data download, the playback performance was identical to the 
performance of playback from journal files on the local disk.  

Stereo glasses were often used to obtain stereoscopic scenes 
in both synchronous and asynchronous modes.  

The major advantages of FASTexpeditions over VRML or 
movie files posted on the Web are:  

1.   The 3D display performance is superior.  
2.   Viewers download the actual data and can perform 

their own “what if” analysis on the data.  
3.   Viewers can modify the analyses they download and 

post their own analyses back on the Web.  
4.   Viewers can collaboratively review and modify the 

posted analyses with remote colleagues, and these 
analyses can be posted back onto the Web.  

RemoteFAST and FASTexpeditions were used in 
conjunction with InPersonTM, SGI’s desktop video conference 
tool, whenever the network bandwidth was high enough (i.e.,  
between France and the U.S. and between sites within the 
U.S.).  Ordinary phones were used instead of InPersonTM when 
the network bandwidths would not support satisfactory 
desktop video (i.e., between Monaco and the U.S. and 
between Australia and the U.S.).  

The scenario used most often to demonstrate the features of 
FASTexpeditions and RemoteFAST follows:  

1.   A scientist goes to a Web site where 
FASTexpeditions of various analyses of computer 
simulations of physics are posted.  

2.   The scientist selects one of the FASTexpeditions and 
views several of the posted analyses of the data.  

3.   The scientist then extends the author’s posted 
analysis with his/her own “what if” analysis.  

4.   The scientist then contacts the author of the posted 
analyses with a phone or InPersonTM and asks the 
author about one of the features seen in an analysis.  

5.   The author and the scientist then both initiate a 
remote collaboration by making selections on the 
Web page to automatically start RemoteFAST.  

6.   The author and the scientist then use RemoteFAST 
collaboratively to investigate the feature.  

Typically, the desktop video was only used at the beginning 
of the collaborative session when establishing initial contact.  
When the interest shifted from the initial “hello” to the 
analysis of the data, the primary focus was shifted to the 3D 
scenes of the visual analysis process and to the audio. 

 

B.   Gel 
Gel has been tested on the NAS LAN.  In these tests, Gel 

provided highly interactive viewing of high resolution 
dynamic scenes.  The paging of data from the high speed 
remote server was approximately the same speed as from a 
local disk on the workstation.  Tests on a variety of remote 
network conditions are still in progress. 
 

IX   CONCLUSIONS 
Collaboration over the Internet has the potential for making 

a major impact on the way we conduct scientific research.  To 
achieve this potential, it is important to include the scientists’ 
analysis tools within their collaborative environment.  The 
tools described in this paper provide collaborative visual 
analysis of remote scientific data using the Internet. 

These tools have been tested and found to provide highly 
interactive viewing of high resolution dynamic scenes even in 
collaborations between continents. 
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